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Why transparency on AI on your own data?

● When accuracy, sources and accountability matter for the user
● When you need control and insight to intermediate steps

How: Use an open source database for your AI apps: 
● Store all data in the same open source standard RDBMS: data, 

sources, vectors and intermediate results
● Single queries can combine vector & standard data
● Developers know the standard RDBMSes
● Numerous tools work with the standard RDBMSes
● Lack of vendor lock in 
● Lower total cost
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1. Use case: RAG for editing Wikipedia

2. What exactly is MariaDB Server?
3. What AI functionality does MariaDB have?
4. What are the main use cases for MariaDB Vector?
5. Steps in creating RAG with MariaDB Vector
6. So where is the advantage of using MariaDB?

7. Technical details (another TOC; on your own time)
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Agenda
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Projekt Fredrika
● Non-profit founded 2017 by Kaj Arnö 
● Improve Swedish Finland on open data
● Wikipedia, Wikidata, Wikimedia Commons

● Fredrika Runeberg, wife of national 
poet Johan Ludvig Runeberg. 
Journalist, and first women author of 
Finland
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KAJ
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KAJ references
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Uppslagsverket Nagu

- Nagu on Wikipedia - Fredrika’s 
first project

- Archipelago, South of Åbo
- Improved hundreds of articles 

with text and images, and over 
a thousand islands

- Organized “skrivstugor” with 
local experts

- Results in Wikipedia were good 
enough for a physical printed 
encyclopedia 
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From themes and experts, to sources

● Reliant on experts, and even more 
so, on sources

● Fredrika’s Wikipedian in Residence
○ 150 000+ edits on Wikidata
○ 10 000+ edits on 4500+ Wikipedia articles
○ 100+ articles created on Swedish 

Wikipedia 

● How to scale efforts? 

https://wikidata.wikiscan.org/?menu=userstats&user=robertsilen
https://xtools.wmcloud.org/ec/sv.wikipedia.org/Robertsilen
https://xtools.wmcloud.org/pages/sv.wikipedia.org/Robertsilen
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Vision: RAG for Wikipedia editing based on sources

● A human-AI co-editing system where AI helps identify 
gaps, biases, and outdated information in articles

● Suggests improvements grounded in verifiable, 
high-quality sources

● Editors remain in control – AI becomes a transparent, 
explainable tool, not an autonomous agent with vetting 
queues for AI-suggested changes

● Respect existing Wikipedia guidelines as the main 
priority, in particular NPOV, encyclopaedic language 
style and high-quality source references
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RAG for Wikipedia editing

1. Start from identifying great sources (high quality books, 
articles). 

2. Prepare by identifying which people, places and other Wikidata Q 
codes the source material is about

By using NER (Named Entity Recognition) and with vectorization: 
find closest matching chunks of source and Wikipedia articles by 
creating vectorized embeddings of them.

3. Generate Wikipedia improvement suggestions with RAG (Retrieval 
Augmented Generation): prompt an LLM with the source and wikipedia 
article, with a task and required output. 

4. Review suggestions, and add to Wikipedia with the source 
reference.
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What was the result?

● We found 278 unique people och 265 places in 
the book

● We generated Wikipedia improvements suggestions 
on most mentioned

● The author of the book evaluated and 
○ approved ⅓ as such to be added to Wikipedia, 
○ approved ⅓ after manual modifications, and 
○ dismissed ⅓ 

● Challenges
○ Matching content to Wikipedia: 

is “Erik” king Erik XIV or Edelfelt’s son?  
is “Alexandra” queen Alexandra of Denmark, or Albert’s 
mother?

○ Filtering out bad suggestion: 
give AI the option to say “sources are not good enough”
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How was AI used in this use case?

● Wrote python scripts using AI Cursor and 
Claude 

● Chunkification of ebook to chapters, 
pages, paragraphs

● NER: SpaCy large model in Swedish 
combined with “entitiy fishing”

○ https://spacy.io/models/sv
○ https://github.com/kermitt2/entity-fishing

● Generated wikipedia suggestions with
○ Anthropic Claude - best objective output!
○ OpenAI, ChatGPT
○ Mistral
○ Google Gemini

https://spacy.io/models/sv
https://github.com/kermitt2/entity-fishing
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Insights

● Chunkifications matters
○ One vector per document/article, chapter, page, 

paragraph or sentence
○ Most relevant chunk ≠ chunks fed to LLM

● Vectorize whole Wikipedia?
○ All articles in all languages is a 76 GB zip 

file
○ MariaDB can handle the vectors, vector 

embedding a subset is cheaper in time and money
○ Pre Vectorized datasets can be available

● https://sv.wikipedia.org/wiki/
Wikipedia:Projekt_Fredrika/SLS-AI-pilot

https://sv.wikipedia.org/wiki/Wikipedia:Projekt_Fredrika/SLS-AI-pilot
https://sv.wikipedia.org/wiki/Wikipedia:Projekt_Fredrika/SLS-AI-pilot
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Future of RAG

● New, improved LLMs with less hallucination and better 
focus

● Do It Yourself (DIY) vs AI frameworks
● AI RAG Frameworks

○ Better prompts
○ Better chunkification strategy
○ AI-agent workflows
○ Graph database approach to extract claims
○ Multi-hop looping - refine user query before vector search

● Every source is unique and RAG will need to be adopted 
for optimal results
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Thank you!

Contact details:
robert.silen@mariadb.org

About:
https://mariadb.org/projects/mariadb-vector/

https://sv.wikipedia.org/wiki/Wikipedia:Projekt_Fredrika/SLS-AI-pilot
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